Finding Roots



Finding roots / solving equations

* General solution exists for equations such as
ax+bx+c=0

The quadratic formula provides a quick ans
to a//quadratic equations.

However,noexactgeneral solutioffformula)
exists for equations with powers greater than 4.



MethodsFor Solving Nonlinear
Equations Are lterative

generate a sequence of points =%, k' =0,1,2,... that converge to a

solution; «*) is called the kth iterate; =% is the starting point

computing z*+Y from =¥ is called one iteration of the algorithm
each iteration typically requires one evaluation of f (or f and f') at (k)
algorithms need a stopping criterion, e.qg., terminate if

| (z'*))| < specified tolerance

speed of the algorithm depends on:

— the cost of evaluating f(x) (and possibly, f/(x))
— the number of iterations



Roots of Nonlinear Equations
Stop-criteria

Unrealistic stop-criteria

Tii1 F Tk

Realistic stop-criteria

o — 21| < 6w Machine
|f(55') B f(xﬁ)l < § Accuracy

f(x)
flat’ f(x)
Lr-1
I
R =
£ o
Cannot require

e — 2] < 6

Use combination of the two criteria

‘steep’ f(x)

Lk

Cannot require

5 |f(z) = flze)| < 6



Typical stopping criteria:

» X-increment |t -3 =1,

» fovalue  |Fo)| =1

* number of iterations &=k



RootFinding: f(x)=0
Method 1: The Bisection method

Theorem: If f(x) is continuous in [a,b] and if f(a)f(b)<0, then
there is atleast one root of f(x)=0 in (a,b).

/f(b)>° a/\xzﬂxél/b;

a >
f(a)<0‘ X, b o AT X

Single root in (a,b) Multiple roots in (a,b)
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FIGURE 3.1 Bisochon appliedto y =4




Bisection method

The idea for the Bisection Algorithm is to cut the interval [g 4] you are given in half
(bisect it) on each iteration by computing the midpoint x,,.. The midpoint will
replace either aor b depending on if the sign of /x ) agrees with f(a)or #(b).

Step 1: Compute x,,.,= (a+b)/2
Step 2: If sigr{f(x,,,)) =0 then end algorithm
else If sigrifix ) = sigr{f(a) then a= x_,,
else b= x,,

Step 3: Returnto step 1

fla)| )

This shows how the points g 6
and x, ., are related.

fb)L




Bisection method

Find an interval [¥,X,] so that f(x)f(x,) <0 (This may not
be easy.).

Cut the interval length into half with each iteration,by
examining the sign of the function at the mid point.

v = %ot %

If f(x,) =0, % IS the root.

If f(x,) # 0 and f(x)f(x,) < 0, root lies in [¥X,].
Otherwise root lies in pxx,].
Repeat the process until the interval shrinks to a desired level.




Pseudo code (Bisection Method)

1. Inputld>0,m>0, x> X, so that f(x) f(x,) <O.
Compute §= f(X,) .
k =1 (iteration count)

2. Do

{ o
(a) Compute f=f(x,) = f 5

(b) If ,f;<0, set x= x,otherwise sety= x2 and § = f,.
(c) Setk =k+1.

}

3. While || >0 and k€ m

4. setx =, the root.



Consider finding the root of ff = X2 - 3. Letestep = 0.01gabs = 0.01

and start with the interval [1, 2].
Bisection method applied tox(= x* - 3.

A b f(a) f(b) c=(a+b)y2 |f(f) Update b-a
1 2 -2 1 1.5 -0.75 a=c 0.5

1.5 2 -0.75 1 1.75 0.062 b=c 0.25
1.5 1.75 -0.75 0.0625 | 1.625 -0.359 a=c 0.125
1.625 1.75 -0.3594 0.0625 | 1.6875 -0.1523 [a=c 0.0625
1.6875 1.75 -0.1523 0.0625 |1.7188 -0.0457 |(a=c 0.0313
1.7188 1.75 -0.0457 0.0625 |1.7344 0.0081 b=c 0.0156
1.71988/td> | 1.7344 | -0.0457 0.0081 | 1.7266 -0.0189 (a=c 0.0078
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Bisection Method: Example

X1 f(x0) f(x1) X2

4 -7 1 2

2 -7 1 1

1 -7 1 0.5

1 -1.625 1 0.75

1 -0.015625 1 0.875
0.875 -0.015625 0.560547 0.8125

0.8125 -0.015625 0.290283 0.78125
0.78125 -0.015625 0.141876 0.765625 0.064274

f(X)=(Xx-D(x-2)(x—4) +1

f(x2)
1

1

-1.625
-0.015625
0.560547
0.290283
0.141876



Eigocticon applied to £ (x)=cxp(x) IxT2

tol= 1.00e-002

Tteration Interval
0 (0.500 1.000
1 (0.750 1.000
2 (0.875 1.000
3 (0.875 0.938
4 (0.908 0.938
5 (0.908 0.922
6 (0.908 0.914

Heol= 9,1016e-001
fixsol)= -4.42462-004



Number of Iterations and Error Tolerance

* Length of the interval (where the root lies) after n
iterations

_ X = X,
en _ 2n+1

 We can fix the number of iterations so that the root lies within
an interval of chosen lengl] (error tolerance

e, <l = nz(ln(xl_xO)_lnDj—l
In 2




e Usc the theorem from the course to find a bound for the number of
iterations needed to achieve an approximation with accuracy 107 to the
solution of 2* — 2 — 1 = 0 lying in the interval [1,4].

b—a __ 3 —3
gﬂﬂ_g_ﬂﬂ]'[] y

> E'-ng(-?) ' 103)

3.10° < 2" =n = ~ 11.55
Eﬂgm(g)




For example, if we were solving g(x) = x? — 3 =0 starting in the intarval [1, 2],
with a tolerance of l[]_g: the number of 1iterations needed would be the largest
integer satisfying

log I:f —! ]
- \, 10-3 J
log (2]
log (107
log (2}
J
log (2]
0 Coad

| ]

Thus, 10 1terations would be needed.



Find a bound for the number of Bisection method iterations needed to
achieve an approximation with accuracy 10~ to the solution of z°+z =
1 lying in the interval |0, 1].Find an approximation to the root with this
degree of accuracy.



Convergence criteria

We would like f(p,.) =~ 0 and p, ~ p, 1
The criteria can be

» Forthe ordinate: |f(p,.)| < €

» For the abscissa:

* for the absolute error: |p,, pn—1]| < o6

- ) 2|E}ﬂ- _ ?-:'n—l| .

* for the relative error: < 0
|pﬂ| + |?-}ﬂ-—1|

In(b —a) —Info)

May also use N = ceil x
In(2)




Advantages

« Always convergent

* The root bracket gets halved with each

iteration -it Is guaranteed to converge under
its assumption



Drawbacks

=Slow convergence



Drawbacks (continued)

* |[f one of the Initial guesses is close to the
root, the convergence Is slower



Drawbacks (continued)

e If a function f(x) Iis such that it just touches
the x-axis it will be unable to find the lower
and upper guesses.

f(x) A




Drawbacks (continued)

Function changes sign but root does not
exist

o

—_—
>

A




Improvement to Bisection

Reqgula Falsior Method of False Position
Use the shape of the curve as a cue

Use a straight line betweyvalues tc
select interior point

As curve segments become small, this
closely approximates the root



False Position Method (Regula Falsi)

Instead of bisecting the intervaly[x,], we
choose the point where the straight line thro
the end points meet the x-axis gamld bracket

the root with [%,x,] or [X,,X;] depending on the
sign of f(x,).



. False Position Method
y=f(x)

\ X1,f1)

| n
XV Xy X1 X

(Xo:fo)

Straight line through @d,) ,(x,fy) : f,—f,

New end point x: xzle—(xl_xojfl



False Position Method (Pseudo Code)

1. Choosél > 0 (tolerance on [f(x)| )
m > 0 (maximum number of iterations )
k =1 (iteration count)
Xq,X; (SO that §, f; < 0)

2. {
a. Compute Xzle_(xl_xt))fl

=100
b. Iff,f,<0setx= x,f,=1
Cc. kK =k+1
}

3. While (]| = L) and (k< m)
4. X =%, theroot.



Solve the equation

- bisection method

sinxy = 0

using the mitial nterval a = 2 and b = 4.

Fi Ty P s | #F(cn )|

O aalalalalele Salalalalele e alelalelele 1.1411200e-01
1 3000000 A4 000000 3.500000 3.50T7E832e-01
2z Eaalelalelele 3.5 3. 250000 1. OB1951e-01
3 3000000 3. 250000 3.125000 1. 65918%9=-02
e | 2. 125000 3. 250000 S2.1E87E00 A4 SE8O12 2=
S 2125000 A 1TRTSO0 F.156250 1 A656822-002
o 3.1 25000 3. 156Z50 3140625 DOoOTVGS34e-04
i 3. 140025 3. 1506250 3.148438 O. 8244 TO3c-03
= 2.110625 3. 118138 32.111531 2 O3RS02="03
o 2. 140625 2. 144531 2. 1428TEH D HEHSAT1 3e-004
10 3140625 F3.142L5T8E 3. 141602 . O9089]1 Oe-00
11 3. 140025 3.141002 3.141113 4. TOIT2Ic-01
12 32.111113 32111602 2111357 2. 35231 T
13 21413587 2. .141602 A.141479 1.131T614d4e-004
14 J.141479 3. 141602 3.141541 521 2G6Z2Z5e-05
15 3.141541 3.141002 3.141571 2. 100807 e-05
16 2.141571 2.141602 2. 141586 G 3408 TG
17 A 141586 2. .141602 A.141594 1. 27951 6ae-000
15 I 141580 3. 1415949 3. 141590 25351 BZ2e-00
19 3.141590 3.141594 3. 141592 O 2T7TE33F30e-07

LCxperimentally. 18 iterations are reguiredl

to compute v owith & si1gnificant digits.



False Position Method

Solve the equation
sinx =0

using the imtial interval a = 2 and b = 4.

ay b, Cn | flen)l
2.000000 | 4.000000 | 3.0901528 | 5.004366e-02

3.001528 | 4.000000 | 3.147875 | 6.282262e-03
3.001528 | 3.147875 | 3.141390 | 2.295634e-006
3.141390 | 3.147875 | 3.141393 | 1.50949]e-11
3.141390 | 3.141593 | 3.141393 | 1.224647e-16
5| 3.141593 | 3.141593 | 3.141593 | 1.224647e-16

Experimentally. 3 iterations are required to compute 7 with 6 significant digits.

L | Fa | B | = | | =




The Secant Method
, (Geometrical Construction)

y

y = f(xy)
\ X; X, X,

3 &” — X
(Xo’fo)\w
(X1,f1)

e Two initial points %, X, are chosen

e The next approximation,xs the point where the straight line
joining (X,,fy) and (%,f,) meet the x-axis

» Take (x,X,) and repeat.



The secant Method (Pseudo Code)

1. Choosél > 0 (function tolerance |f(xy 1)
m > 0 (Maximum number of iterations)
Xq, X; (Two Initial points near the root )
fo=1(Xo)
f1 =1(xy)
k=1 (iteration count)

2. Do { XZZX1_£X1_XO]f1
;I:l_fO

Xo= %X

fo=1)

X1= X5

f, = 1(x,)

k = k+1 }

3. While (f|= 0) and (m< k)



Example

As an example of the secant method, suppose we
wish to find a root of the function

f(X) = cos) + 2 sin(x) + X2

A closed form solution fox does not exist so we
must use a numerical technigue. We will uBe= 0
andxl =-0.1 as our Iinitial approximations. We w
let the two valuesstep = 0.001 andgabs = 0.001
and we will halt after a maximum @f= 100
iterations.

We will use four decimal digit arithmetic to fired

solution and the resulting iteration is shown irbléa
1.



nj| Xn-1 X Xp+1 | 1FC + 1) 1| 1% + 1 - X,
1/0.0 -0.1 -0.5136|0.1522 | 0.4136
2|-0.1 -0.5136||-0.6100|/0.0457 | 0.0964
3(-0.5136|-0.6100|-0.6514(0.0065 |0.0414
4(-0.6100|-0.6514|-0.6582(0.0013 |0.0068
5/-0.6514|(-0.6582|-0.6598/0.0006 ||0.0016
6(-0.6582|-0.6598|-0.6595(0.0002 |0.0003




Newton-Raphson Method/

Newton’s Method

At an approximate xto the root ,the curve Is approximated
by the tangent to the curve gtand the next approximation
X,+1 IS the point where the tangent meets the x-axis.

'y

y = (%) \/»/. X Xi X0



(Po.E(po))

(PecE0P;)

Fo




Tangent at (%, f,) :
y = () + (%) (X-Xy)
This tangent cuts the x-axis at X,

F(X)
k

Warning: If f'(x,) is very small , method fails.

« Two function Evaluations per iteration



Newton’s Method - Pseudo code

1. Chooseél] > 0 (function tolerance [f(x)| &)
m > 0 (Maximum number of iterations)
X, - Initial approximation
K - iteration count
Compute f(x)

2. Do { gq="1(xp) (evaluate derivative gf)x
X1= Xg - fo/q
Xo = X1
fo = 1(Xo)
k = k+1
}
3. While (|f| = ) and (k€ m)

4. X = xtheroot.



Newton’s Method for finding the square
root of a number x =V a

f(x) =x?-a& =0
X, —a’
2 X,

Xesr — K —

Example : a =5, initial approximatiog x 2.
X,=2.25
X,= 2.236111111
X, = 2.236067978
X, = 2.236067978



As an example of Newton's method, suppose we wish
to find a root of the function
f(X) = cos(x) + 2 sin(x) + X2

A closed form solution fox does not exist so we must
use a numerical technique. We will uge= 0 as our

Initial approximation. We will let the two values
estep = 0.001 aneabs = 0.007and we will halt after

a maximum o/V=10C iterations

From calculus, we know that the derivative of theegl
function is

f( x) =-sin(x) + 2 cos) + 2x.

We will use four decimal digit arithmetic to find a
solution and the resulting iteration is shown In

Table 2.



Table 2. Newton's method applied to f(x) = cos(x) + 2 sin(x) + X~

Xn Xn+1 |f(xn+1” ‘Xn+1'xn‘

0.0 -0.5000(0.1688  |0.5000

-0.6368-0.6589]10.0008000 0.02210

n
0
1/-0.5000(-0.6368|0.0205  |0.1368
2
3

-0.6589|-0.65980.0006  |0.0009

Thus, with the last step, both halting conditions are met, and therefore, after four
iterations, our approximation to the root is -0.6598 .



General remarks on Convergence

# The false position method in general converges faster than
the bisection method. (But not always) .

# The bisection method and the false position method are
guaranteed for convergence.

# The secant method and the Newton-Raphson method are
not guaranteed for convergence.



Comparison of Methods

Initial

Convergence rate

Method guesses Stability

Bisection 2 Slow Always

False position 2 Medium Always

Fixec-pointed 1 Slow Possibly

iteration divergent

Newton-Raphson | 1 Fast Possibly | Evaluate f'(x)
divergent

Modified Newton- | 1 Fast: multiple roots | Possibly | F(x) and f'(x)

Raphson Medium:single root | divergent

Secant 2 Medium to fast Possibly | Initial guesses don’t
divergent | have to bracket root

Modified secant | 2 Fast Possibly

divergent




